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Introduction 
 

This paper represents a laboratory guide dedicated for students of the “Cybersecurity” master program 

of “Transilvania” University of Brasov, Romania. 

The laboratory guise is prepared for the “Network Security and Perimeter Defence” lab. However, the 

infrastructure can be used also for other topics. 

The laboratory guide details different problematic of network security: it starts with the network 

monitoring methods: syslog, SNMP, Netflow, so relevant for incident management, continues with 

detailing Layer 2 vulnerabilities, and than goes into Firewall (next generation Firewall) functionality, 

different tunneling options (L2 and L3) and IDS/IPS functionality (Intrusion Detection System / Intrusion 

Prevention System). 

Resources are different, including open source respurces like: Pfsense, Kali linux, Metasloptable, Security 

Onion, Snort, OpenVPN (.etc) and proprietary (like Cisco ASA and Cisco IOS, Solarwinds tools) and different 

testing host (Linux, Windows) and virual containers.  

As prerequisites for students that will folow the laboratory guide we would like to mention the need for 

networking concepts know-how, cryptography concepts needed for the proper understanding of VPN 

settting-up, Linux know-how and GNS3 basic usage knowledge. 

This is a second revision on the laboratory work, with most of the functionality migrated to GNS3 and with 

an upgrade to the software stack. The environment is extremly flexible and versatile, topologies and 

resources can be easily exchanges, virtual machines (e.g. Kali Linux) deployes in seconds, Internet 

connectivity can be established very fast in different methods, thus different realistic scenarious can be 

fastly emulated. The laboratory can be used as a Cyber Range and can be extended with other real, 

emulated and virtual resources. 

I would like to thank Andreea Popescu and Mihai Matei for their support during the elaboration of this  

Network Security and Perimeter Defence laboratory guide (students of Cybersecurity master program at 

the time of the publishing). 

I would like to thank Atos Romania as the initial sponsorship of the lab infrastructure (with effort support 

of Andrei Boghiu and Alex Rad) and  the Fullbright Comission that provided a grant to support the effort 

of our laboratory modernisation. 

 

 

 

 

  



 

Remote laboratory setup description 
 

The laboratory is accesible online at citrix.unitbv.ro 

The secure remote connectivity is assured via the Citrix Netscaler component from anywhere in the 

internet, while Citrix Xen Desktop is used as a robust VDI (Virtual desktop infrastructure) solution  

On the client machine Citrix Receiver should be installed (you will be prompted at the first connecivity 

attempt) from your browser. 

Via Citrix Xen Desktop you will have access to a Windows 10 machine that has all necessary software 

installed and will connect you to the other resourses. 

Each laboratory will detail the setup and topology that should be created and the tools to be used. 

In order to access some resources please have these in mind: 

GNS3 Resource:  Username: Password: IP Address: 

KALI Linux  kali  kali  (GNS3) 

Windows Server administrator Master01 

• In order to get internet access to resources inside GNS3 server, connect the "NAT" (cloud symbol) 

to the L3 device. Set the IP address to DHCP in order to get correct NAT IP and gateway.  

• Caution! There are TWO types of clouds inside GNS3, one called "Cloud" and another called "NAT" 

- Do not  connect any L2 devices (switches) to the "Cloud" (also a Cloud symbol inside GNS3) since  

this will create a bridge loop! The "Cloud" is basically a bridge device to the real network. If 

needed, ONLY connect L3 devices (routers/firewalls) to the "Cloud". Do this only with the approval 

and supervision of the your trainer/teacher.  

• Devices MUST be configured with DHCP in order to receive an IP address when connected to the 

"Cloud" or "NAT" 

• The GNS3 environment is persistent, but the Windows 10 VDI will reset to the initial configuration 

at any new login. 

  



1. System logging and monitoring 
Kiwi Syslog Laboratory 

 

Step 1. Prepare the environment 

1.1 Make in GNS3 the following topology 

 

1.2. Prepare the setup. Start pfSense. In case you install pfSense for the first time follow these steps: 

• For the initial setup of pfSense, choose the installation method with BIOS (not UEFI), second 

option. Do not enter Shell, but Reboot. 

• Once it got installed, by default the IP address for the LAN Interface is 192.168.1.1. 

• From the CLI menu of pfSense, using option 2, set the IP address for WAN via DHCP. 

• You should get an IP address from subnet 192.168.122.0/24 

 

• On the Windows Server machine by default the configuration of ip address is via DHCP. You 

should get an IP address from the subnet 192.168.1.0/24. 

• In the browser, connect to the pfsense firewall at 192.168.1.1. Username: admin, password: 

pfsense. 



• Go to Services / DHCP Server / LAN and set the following DNS servers:193.254.231.1   

193.254.230.2 

• Set the Same DNS Servers in menu System / General Setup. 

• Go on the Windows Server Machine, Disable and Enable the interface so that DNS is also set via 

DHCP. 

 

1.3. Start WindowsServer. Passord WindowsServer2008: Master01 

1.4. Get from e-learning kiwi syslog and Solarwinds and install 

 

Before installing SolarWinds, you might need to install microsoft .NET framework 4.0 

(https://www.microsoft.com/en-us/download/details.aspx?id=17718) 

Now you can install SolarWinds. 

Before installing Kiwi Syslog, you might also need .NET framework 3.5. For this, perform the following 

steps. 

 or  

 

https://www.microsoft.com/en-us/download/details.aspx?id=17718


 



 

Click Next three times and the Install. After installation click Close.  

You can now install Kiwi Syslog. Select – install as an application when required. 

 

 

Step 2. Make firewall settings for syslog 

2.1. Connect to pfsense (Credentials pfsense: admin / pfsense) 



 

2.2. Go to Firewall/Rules/WAN and click add to add a new rule.   

 

Perform the configurations as following. Optionally you can also add a description. When you are done 

click Save. 



 

You can find the IP address of the WindowsServer using the ipconfig command: 

 

The new rule should look like this: 

 

2.3. Go to Firewall / NAT / Port Forward and click add. 


